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portfolio of clients, in order to improve the quality of their portfolios, and increase
their profits, mitigating the risk of their own default due to bad loans;

Having a better understanding of the insolvency peril, the management of a
company can take the necessary measures in avoiding bankruptcy, given there are
No stfrong macroeconomic influences that cause the company’s situation;



Asses model’s accuracy of prediction;

Asses model’s stability;

Compare models considering different time frames;



univariate financial rafios analysis and Altman(1968), who developed a multivariate
discriminant analysis (Z-score);

The first to use the Logit model was Ohlson(1980), followed by Andrew Lo(1985),
Altman and Sabato(2007), Bartual et al(2012), Li & Wang(2014);

Among other methods are probit (Zmijewski -1984), and soft computing/artificial
intelligence methods (Artificial neural networks: Wilson & Sharda-1994, Genetic
Algorithms: Min and Jeong-2008, decisional frees: Lin and McClean-2001);



Legally declared insolvency;

Negative net worth for at least three consecutive years (technical
bankruptcy);

The model that has also taken into account technical bankruptcy yielded
much better results;

Companies are from the following industries (SIC code classification):
Retail and Wholesale trade, Construction, Agriculture, Forestry and
Fishery, Services and Manufacturing;

Source of data : Thomson Reuters and Duns & Bradstreet;



01.01.2015 - 01.01.2014 -
Industry 31.03.2015 31.03.2014 Dynamics
Comert cu ridicata si cu amanuntul;

repararea autovehiculelor si The division of insolvencies fhl’OUth

motocicletelor 1801 -45.81% o o
industries
-48.51%

Comert cu ridicata si cu
amanuntul; repararea

Agricultura, silvicultura si pescuit 90 134 -32.84% autovehiculelor si |

Tranzactii imobiliare 53 78| -32.05% motaciSlEEy

Informatii si comunicatii 47 81 -41.98% Servicii(inclusiv Hoteluri si
Restaurante)

Distributia apei; salubritate, gestionarea

deseurilor, activitati de decontaminare 33 40| -17.50%

Activititi de spectacole, culturale si = Constructi

recreative 26 27 -3.70%

Intermedieri financiare si asigurari 19 33| -42.42%

Productia si furnizarea de energie
electrica si termica, gaze, apa calda si aer

m Industria prelucratoare

conditionat 15 14 7.14%

Industria extractiva 9 25| -64.00%

Sanatate si asistenta sociala 9 12| -25.00%

NEEVER _ [s) . M
Invatamant 6 12] -50.00% Source: Excel computation

Source: ONRC



Standard logistic function
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Source: own computation

f(x)=1+e‘x

logit(p) = log(;5),

Logistic function, the cumulative
distribution function of the logistic
distribution

Logit function, the inverse of logistic
function, a measure of entropy for the
Bernoulli process
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The analysis is realized on whole sample, as well as three subsamples, to
establish model’s stability;



Summary of Stepwise Selection

Score Wald
Step DF Chi-Square| Chi-Square| Pr > ChiSq
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Where:

a3=cash/total assefts(liquidity measure)
d3=operating income/total
assets(profitability measure)

h3=total liabilities/total assefs(solvency
measure)

m3=Equity/total assets(capital
adequacy/solvency measure)




Indicator a3 d3 h3

0.04389423| -0.1675551] 2.21160544

Prob

0.05843952| -0.0076768| 0.40062612

R-Square | 0.4396|Max-rescaled R-Square | 0.8725

proportion in which ’rh depe@ed inor;/

Hosmer and Lemeshow Goodness-of-Fit variable is explained by the chosen
es . -
Chi-Square] _ DF Pr> ChiSq independent variables
2.0387 7 0.9577 :
= The goodness of fit test shows that the
Model Eit Stafistics observed event rates match the predicted
Intercept event rates
Intercept and . - .
Criterion Only| Covariates » [nformation criterion Akaike and Schwartz
‘;‘E gégggg ggg;g show that the quality of the model given the
ZLlogL | 332885 59030 dataset is highest for the 4 selected variables
Source: SAS computation




ROC Curve for Selected Model

Area Under the Curve = 0.9961
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Classification Table

Correct Incorrect Percentages
Prob Non- Non- Sensi-| Speci-| False
Level| Event| Event| Event| Event| Correct| tivity| ficity| POS
0.900 37| 388 1 18 957 673 997 26 :
0.800 43| 389 1 12 971 782 997 23 3.0
0.700 44| 388 2 11 971 800 9935 43 28
0.600 44| 387 3 11 96.9| 800 992 64 28
0.500 48| 386 4 7 975 873 99.00 77 18
0.200 23| 379 11 2 971 964 972 172 05

Source: SAS computation

Source: SAS computation: Prediction accuracy
under different cutoff points



Influence Diagnostics
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Response Profile Model Fit Statistics ROC Curve for Selected Model

Intercept _
Ordered Total i and Area Underthe Curve = 0.9935

Value|PROB iteri Only| Covariates

110 249609] 56468
7 253219] 78125 58
- 247609] 44468 75

d
Summary of Stepwise Selection

Effect Number Score Wald
Entered |Removed In| Chi-Square| Chi-Square| Pr > ChiSq
h3 133.7348 = 0001 =
d3 2 17.3545 = 0001 =
a3 3 9 6848 0.0019 =
m3 4 22355 0.1349 H
3 0.0553 v
Classification Table
Correct Incorrect Percentages 0.75
Prob Non- Non- Sensi-| Speci-| False| False
Level | Event| Event| Event| Event| Correct| tivity| ficity| POS| NEG
0.700 38| 225 2 ] 96.3| B826| 991 50/ 34
0.500 38| 223 4 ] 956| 826| 982 95 35
0.200 43 217 10 1 96.00 978 956| 182 035 0.00
Hosmer and Leme_lr_,Ll;w Goodness-of-Fit IIJ.I!]U U.j?E U.IEU D.I?S 1 .EI]D
Chi-Square DF Pr = ChiSq 1 - Specificity
0.9225 ] 0.9987

Source: SAS Computation



Response Profile

Model Fit Statistics

Ordered

Value| PROB

Total

Criterion

Intercept
Only

1(0

AIC 270.571

2|1

SC 274.514

ZlogL

268.571

Summary of Stepwise Selection

ROC Curve for Selected Model
Area Under the Curve = 0.9960

Source: SAS Computation

Effect Number Score Wald
Step|Entered |Removed | DF In| Chi-Square| Chi-Square| Pr = ChiSq
1/h3 1 1 181.1295 =.0001
2\d3 1 2 17.4352 =.0001
3|a3 1 3 14.0409 0.0002 'E
4 k3 1 4 8.2632 0.0040 :‘E
5/m3 1 5 5.9691 0.0083 E
6|13 1 6 71317 0.0076 v
7 13 1 5 1.4180 0.2337
Classification Table 0.25
Correct Incorrect Percentages '
Prob Non- Non- Sensi-| Speci-| False| False
Level| Event| Event| Event| Event| Correct| tivity| ficity| POS| NEG
0.700 34| 335 3 9 96.9| 791 991 81| 26
0.500 38| 335 3 5 979 884 991 73| 15 0.00 -
0.200 41 329 9 2 971 953 973 180 0686
Hosmer and Lemeshow Goodness-of-Fit
Test
Chi-Square DF Pr= ChiSq
0.8184 B 0.9916

T T T
0.50 0.75 1.00

1 - Specificity




Response Profile

Model Fit Statistics

Intercept|

Only| Covariates

246.644

21.674

Ordered Total
Value PROB | Frequency
1(0 311

21 39

250.502

33.248

244 B44

Summary of Stepwise Selection

15.674

Effect

Number

Score Wald

Step|Entered |Removed |DF In| Chi-Square| Chi-Square| Pr = ChiSq
1/h3 1 1 189.0655 =.0001
2|d3 1 2 11.3336 0.0008
3|3 1 3 3.3185 0.0685
4 1 2 0.1195

Classification Table

Correct Incorrect Percentages
Prob Non- Non- Sensi-| Speci-| False| False
Level| Event| Event| Event| Event| Correct| tivity| ficity] POS| NEG
0.700 35| 309 2 4 98.3] 897 994 54| 13
0.500 36| 309 2 3 98.6) 923 994 53| 1.0
0.200 37| 303 8 2 971 949 974 178 07

Hosmer and Lemeshow Goodness-of-Fit

Test

Chi-Square

DF

Pr> ChiSq

0.1344

.1

0.7139

Source: SAS Computation

Sensitivity

ROC Curve for Selected Model

Area Underthe Curve = 0.9938
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Overall
prediction
Hosmer- accuracy(min/
Model Variables |R-Square |AIC SC Lemenshow |ROC area max)
Average model 2 years time
frame ava avd avh 85.35% 73.194 85.488 41.41% 0.9934| 96.4%; 97.5%
3 years time
frame avgd avgh 83.19% 82.309 94.693 87.55% 0.993 96%; 97.3%
Fullmodel | > e te'me EEE 74.90%  77.403| 107.868 75.70% 0.9921 96.6%; 97.3%
a2 d2 f2
3 years time
frame hl h3 85.20% 73.864 86.158 94.38% 0.9939] 96%; 96.6%

vyvnere.

a=cash/total assets
d=operating
income/total assets
f=financial result/total
assets

h=total liabilities/total
assefts



% of insolvencies

Year 2011 2012 2013 2014 2014-2015

Construction 2.90 1.40 -0.60 -6.7 11.86
Manufacturing 8.20 3.30 7.80 7.9 5.23
Trade 5.50 8.40 2.00 6.7 18.75
Services 9.20 5.60 4.30 0.2 17.70

Source: Eurostat

» The choice for the cut-off point is important- even if the model’s overall accuracy of prediction is
high for all three considered cutoff points, it is of greater interest to minimize the type 1 errors, for
which lower cutoff point have given better results-overall, the 0.5 threshold proved to be the
most efficient in establishing a balance between type 1 and type 2 errors.
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industry;

> The highest Sensitivity levels are registered for the 0.2 cutoff point, however, the false positive
rate is very high at this level;

» For the models based only on 2013 data, there is a need for more predictors(4 or 5) to
maximize the accuracy, predictors that take into account the liquidity, profitability and
solvability of the company; for the 2 and 3 years’ models, there is a greater accent put of the
solvability of the company( translated into its total debt ratio);

» The lowest -2LOGL statistics, AIC, SC info criteria, and the highest accuracy is obtained by
the subsample without the Services industry, which may mean that the Services companies
are more unpredictable;



The model did not take info account financial sector, due to the different
analysis performed for this type of companies;

Future directions of the study:

Given the fact that the analysis is performed on a single country, the
macroeconomic influence could not be captured. Therefore, it would be of
interest to realize the analysis on different markets, both developed and
emerging, in order to capture the macroeconomic influence upon the
companies’ bankruptcy probabilities.
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