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Aims of the thesis 

• To asses the effects of monetary policy shocks on the wide 
range of Romanian macroeconomic  variables 

 
• To compare FAVAR results to those obtained by using a small 

scale VAR 
 
• Model robustness to  changes in the number of unobservable 

factors and VAR variables. 
 
• Conclusions , possible drawbacks and improvements 

 
 



Literature review 

• Stock and Watson (1999)  – showed that dynamic factors explain much of 
the predictable variation in major macroeconomic  variables  and 
outperform forecasting accuracy of the standard autoregression approach 

 
• Bernanke, Boivin, Eliasz (2005) – combined VAR models with factor 

analysis to measure the effects of monetary policy in a ,, data-rich” 
environment. 

 
• Francesco Belviso and Fabio Milani (2005)–  tried to asign a clear 

economic interpretation of the factors 
 
• Mumtaz and Surico 2009 – extended  FAVAR model to an open economy 

using both recursive and sign restriction ( Uhlig 2005) identification 
methods. 
 
 
 

 



ECONOMETRIC FRAMEWORK 
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- VAR part of the model 

- DFM  part of the model 

Factor Augmented  Vector Autoregressive model 
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xt -  macroeconomic time series 
-  unobservable factors 
-  VAR variables ( unobservable factors) 
-  factor loading associated to unobservable factors 
-  factor loading associated to observable factors 

, - error terms 
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ECONOMETRIC MODEL 

                                 

 

 

                                  

                               -   measurement equation 
                                        -    transition equation 

                State space representation 
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Data 

• Series:  
  -  computed as the change from the corresponding month of the previous year 
• Sample length 
  -  138 observations 
• Frequency 
  -   Monthly 
• Period 
  -   06.2003 – 12.2013 
• Variables  
    -  112 disaggregated macroeconomic  variables   
    -  real activity , prices, interest rates, external trade. 
• Sources  
     -  Eurostat , National Bank of Romania. 

 

 

 



Estimation 
       The model was estimated under  a Bayesian framework using Gibbs Sampling 

algorithm to approximate the marginal posterior distribution  by sampling from 
conditional distributions. 

• Starting values: 
     - parameter estimates obtained from PCA estimation of DFM and VAR 

• Identification of shocks 
      - recursive method 

• Factor estimation 
      -  Kalman filter 
• Number of lags used in estimation 
      -  three 
• Number of iterations 
      - 10000 ( discarding 5000) 
• Convergence test 
     - Geweke 
        
 
 
      

 
 

 

 

 

    
 



Empirical results 

Figure 1. Cumulated share of variance explained by the first eight factors 



Empirical results 

Figure 2. Gibbs sampling estimated factors 



Empirical results 1  
IRF to a positive monetary policy shock 

K=3  , Y = (IP,HICP, ROBOR3M) 

 The responses  of the Industrial production, turnover, HICP  decrease for all the sectors included in 
the model. 

 The behavior of the industrial production is leaded by IP from Capital Goods sector.   
  Monetary aggregates respond intuitively  with a higher impact on the ,,narrow” money ( M1) 

 

 

 

 



Empirical results 2 
IRF to a positive monetary policy shock  

K=3  , Y = (IP,HICP, ROBOR3M) 

 The producer prices, employment, ESI, exports, employment decrease through all the sectors. 
 The smallest impact on the PPI is occurred in energy sector. 
 The exchange rate and imports  response is not in line with the theory. 



Empirical results 3 
Convergence test 

K=3  , Y = (IP,HICP, ROBOR3M) 



Empirical results 4 
Convergence test 

K=3  , Y = (IP,HICP, ROBOR3M) 



Robustness check 
IRF to a positive monetary policy shock 

K=2  , Y = (IP,HICP, ROBOR3M) 



Robustness check 
IRF to a positive monetary policy shock 

K=2  , Y = (IP,HICP, ROBOR3M) 

 



Robustness check 
Impulse response to a positive monetary policy shock 

K=4  , Y = (IP,HICP, ROBOR3M) 



Robustness check 
IRF to a positive monetary policy shock 

K=4  , Y = (IP,HICP, ROBOR3M) 

 Changing the number of factors and the magnitude of the impulse responses did not change 
significantly 

 Increasing the number of factors the return of the median line to the initial state becomes more 
slowly 



VAR - FAVAR comparison 

 The response of the industrial production in the standard VAR is more persistent than those         
from FAVAR  

 The price puzzle tends to disappear once less observable factors are chosen 
 The marginal contribution of the included factors in the VAR is high. 

 
 

 
 

- 



Conclusions and further improvements  

 

 

• The impulse response functions obtained are generally in 
line with available literature  across economic subsectors  
and  seem to make sense from economic point of view. 

• The standard VAR indicates a different behavior of the 
industrial production and prices after the shock. 

• In general the results are robust given the different 
structure of the VAR structure and the number of factors. 
In particular the response of HICP  tends to create a puzzle 
as more number of factors are chosen. 
 
 

 

Conclusion 

• The impossibility to assign any sort of the  economic 
interpretation of the factors 

•    Lack of tests  to discriminate the model 
Drawbacks 

• To identify the monetary policy  shocks  using different 
identification methods 

• To measure the international monetary policy shocks 
transmission with a focus on Romanian economy. 

Improvements 
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